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Al Agent (AlphaGo)

115 5”
Action

TR AE B AR 55 i BE 7% 2 5& s& Reinforcement Learning (RL) & 7.BH 3%



(RL: Reinforcement Learning)

nfar¥T1&E Al Agent? RL?

Reward

RL: Learn to

Maximize Reward 273

Action

(RBR: FFEL T —EER LA RL I
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Observation «—
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(option) |@|
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* BIG-bench

https://arxiv.org/abs/2206.04615

In the following chess position, find a checkmate-in-one move.

1. €4 '¢d 2:; NEf3 €5 3. Nec3 Nc6 4. BbbDH Nge7 5. '0-0 g6 6. NdS
ab 7.



LLM BEHE PAH 2

https://youtu.be/JHg4EKMg7fl?si=izKsH-GCVnZkooq_

Chess Games
ChatGPT vs DeepSeek

ChatGPT vs DeepSeek: CRAZY Chess
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AutoGPT, AgentGPT,
BabyAGI, Godmode ...

= Al BEETEIM A

https://youtu.be/eQNADIR0jSs?si=4y
GZEIuAUzKK2VDO 4 P> Pl o o001/2602

[ £/ I0AI 2023] & Al G EIZA BB CETEC




qu

L LLM 31

@ | [ Typical
Agent

~\

J

AlphaGo

@ [ Y
Agent

~\

J

T Al Agent HJHEZA

e /-

=3
=4
=

Gk TEM A RRIT 2
EAEAHAR E 1
X19ﬂﬂﬁlﬁié§?i

V
Il

J
14
U

—> ITHERRAY ATHE
AL A



N

VL LLM

1T Al Agent HIFEZA

Typical Agent

Compile Error
Reward = -1

4—_
Fof IR -1722
@ Compile Error

Al programmer

LLIM Agent

Al programmer




https://youtu.be/G44Lkj7XDsA?si=cMbKG3tgPblgnnBqg
https://arxiv.org/abs/2304.03442
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Gﬂail

Taking a walk = " -4
in the park |
_ [Abigail]: Hey Klaus, mind if
: I join you for coffee?
[Klaus]: Not at all, Abigail.

How are you?

Finishing a
morning routine

T L —

S e

[John]: Hey, have you heard
anything new about the
upcoming mayoral election?
[Tom] : No, not really. Do you
know who is running?



[node_749] 2023-02-13 15:33:20: Eddy Lin is studying music theory
[node_748] 2023-02-13 15:33:20: cooking area is idle

[node_747] 2023-02-13 15:33:20: kitchen sink is idle

[node_746] 2023-02-13 15:33:20: behind the cafe counter is idle

[node_745] 2023-02-13 15:32:10: Isabella Rodriguez is gathering decorations

Observation <« —————

Goal
AN
£, S =

| "getting ready for bed” |
Action




Al Agent 22151] : Minecraft H'H) Al NPC

®.an autonomigus Al Agent

oo mre—— e ——— ——— e —

[ 4 ) 0:22/2:35 - WhatisBe..- > o B o lzl ] [ ::

1000 Al NPCs simulate a CIVILIZATION in Minecraft
https://www.youtube.com/watch?v=2tbaCn0KI90
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* World of Bits: An Open-Domain Platform for
Web-Based Agents (ICML, 2017)

3. Action Representation

4. Action

Cick on the “Nea!” tuton,

Ok
AUNO VIDE purus

Next

No
puE o quis

Fredarca
Martina »
O >

Sebect he foiowing color [ win
1o color picker and bt Submit.

T

Enter the vidue Tar comesponds
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submE when dore

Courtry Costs R
Color Fuy

Firsi neme Lynretn
Augon Judmam
Linguage LN
Language.
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LUss T tebhox 1o antee “Leonke”
and press “Seach’, then find sad
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Lacnie Search
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Al Agent 22451 -

Mind2Web
https://arxiv.org/abs/2306.06070

WebArena Environment

N
WebArena

S

(a) Find one-way flights from New York to
Toronto.

(b) Book a roundtrip on July 1 from Mumbai to
London and vice versa on July 5 for two adults.

(c) Find a flight from Chicago to London on
20 April and return on 23 April.

( \ Action
wE S
O
oo | W] =
Web applications from popular domains
\\____,’
7] & h e (T Feedback
| 3 ©
NP
Tool Sites Knowledge resources

|
$
]

food puerchase in March 202;

o
Tell me how much I spent on

5w

)

“Help me make a post selling
this item and navigate to it.
Price it at $10 cheaper than the
most similar item on the site.”

u Crente a "‘NolanFans® repo,

listing Nolan's Oscar-winning
filmes in @ README file ot

ek mepo
check reademe
check sawacr

a \"-‘;‘:"\
N=e

Functional Functional
Success Failure

https://arxiv.org/abs/2307.13854

“Navigate to the comments section of the
latest image post in the /f/Art subreddit

[ |poizeas '} | "
B
‘ '

that contains animals.” LLM / VLM
Agent
_ Y| “Buy the cheapest color photo G
v ~ printer and send it to Emily’s -
B e U LR place (as shown in the image).” [‘116"9‘2"]

Webpage

Task Specification

VisualWebArena https://arxiv.org/abs/2401.13649
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Baseline : — é@

goal I obs 1 I actionl | obs2 I action2 |

AIDE: The Machine Learning Engineer Agent https://arxiv.org/abs/2502.13138

AutoKaggle: A Multi-Agent Framework for Autonomous Data Science Competitions
https://arxiv.org/abs/2410.20424
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|

Research overview

. . Research goal — Configuration — Supervisor Agent s with
Scientist detailed hypotheses
l Assign agents to workers
Additional Worker
feedback Generation Agent — Proximity Agent Worker
\‘ | \ l Worker
Reflection Agent - - Meta-review Agent Worker
Al
l >< l I Context
Ranking Agent - Evolution Agent le— Memory

Al co-scientist
Al co-scientist specialized agents

https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
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| goal |  obs1 I actionl | obs?2 I action 2 I obs3 | actioﬁ

B B B)
[ obs1 | | obs 2 )
[ goal ] Ban : 55 E R

[ action 1 ] [ action 2 ]

A
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A W) IE=NEY AR UL pe7

obs 1 | [ obs2 | | obs 3

tell me a story ok stop | don’t like the story

Once uponatime in a small village

[ action 1 ] [ action 2




https://arxiv.org/abs/2503.04721v1

g I-IZLIJ ;zjj[l:—[:: ‘:':’ EI/\] ;E‘L‘Eij] ;I‘EI%E:[:% Guan-Ting Lin

(with collaborators from &
Berkeley, UW, and MIT)

Model Date E2E #ch Interrupt BC S28S Release
Transparent Models

dGSLM (Nguyen et al., 2023) 2022/3 v 2 v v v
FSM (Wang et al., 2024b) 2024/5 X 1 - - X
MiniCPM-Duplex (Zhang et al., 2024b) 2024/6 X 1 - - X
VITA (Fu et al., 2024) 2024/8 X 1 v - X
SyncLLM (Veluri et al., 2024) 2024/9 v 2 v v X
Parrot (Wang et al., 2025) 2024/9 v 2 v - X
MiniCPM-Duo (Xu et al., 2024) 2024/9 X 1 - - X
Moshi (Défossez et al.. 2024) 2024/10 v 2 v v v
SALMONN-omni (Yu et al., 2024) 2024/11 v 1 v - X
MinMo (Chen et al., 2025) 2025/1 v 1 v v X
OmniFlatten (Zhang et al., 2024a) 2025/1 v 2 v - X
RTTL-DG (Mai and Carson-Berndsen, 2025) 2025/1 v Z v v X
Freeze-Omni (Wang et al., 2024c¢) 2024/11 X 1 v - v
Closed-source Commercial Models

GPT-40 Voice Mode 2024/5 - - v - X
Gemini Live Voice Chat 2024/8 - - v B X
DouBao 2025/1 - - v - X
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Feedback  Update

e /i 2,;——-_- ||ERRORi|
T RERM ... =

__goal | obsi | actionl J obs2 ]

Parameters

(Not Today)
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| EEEEREE | _obs 10000 ] ?????

\

Al

APl EELE Agent —AERURERE ..

B ECGEE (Highly Superior
Autobiographical Memory, HSAM)

HEEE (Hyperthymesia)
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Retrieval[ Read ]4_‘

Query
HEEM & RAG
(B S HIREFE vs. Bl A RIHE ¢
) Database
[ L goal | obsi ] action1 ] -...... [ obs 9999 | action 9999 ]]

Agent’s Memory



StreamBench

https://arxiv.org/abs/2406.08747

Goal: Maximize the accuracy over the sequence



StreamBench

https://arxiv.org/abs/2406.08747
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StreamBench

https://arxiv.org/abs/2406.08747

Performance Curve on the

DDXPlus Dataset

Time step (t)

£ 0.8 ©

o 0.7

2 D

s

n

té"» 0.6

= ~— T ———t—)

g0k ~ O

3

# 0.4 MAM-StreamICL (ours)

> e Self-StreamICL (ours)

© 0.3 ~—  Few-Shot

§ — Zero-Shot

< 0.2 ‘ v v v v . v .
0 250 500 750 1000 1250 1500 1750




StreamBench

https://arxiv.org/abs/2406.08747 =

. A X
A0 ® -

Retrieval[ Read ] Negative feedback is unhelpful.

A
E%] A @ E?ZJ 0, %J ------ 2) @)

Q99




StreamBench

https://arxiv.org/abs/2406.08747

Performance Difference from Zero-Shot (%)

15

10-

Ablations on MemPrompt

.II_I-J‘ III-II.l

0 Use all

8 Only incorrect

B Only correct

Spider  CoSQL

BIRD DS-1000 ToolBench DDXPlus HotpotQA
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Relevant Experience obs 10000 [ action 10000 obs 10001
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A 2

L goal | obsi ] action1 ] -...... [ obs 9999 | action 9999 ]

Agent’s Memory  (F{HEERZHY/NEZEIE)
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obs 10000

| goal |  obs1 I action 1

Agent’s Memory

action 10000

obs 10001
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_________________ obs 10000 [ action 10000 obs 10001

A J
=R (e )

A HRFCIETHIE
A TR B

[ Reflection ]

?

[ | goal | obs 1 I actionl | ----- [ obs 9999 I action 9999 ]]

-
| thought 1 I thought 2 |
\[ thought 3 I thought 4 |
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Relevant Experience obs 10000 [ action 10000 obs 10001
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4 GraphRAG *

Read ] https://arxiv.org/abs/2404.16130 [ ) ]
[ HippoRAG Wr-lte

* https://arxiv.org/abs/2405.14831

\ / Knowledge
& Graph 4_[ Reflection ]

A ;

[ | goal | obs 1 I actionl | ----- [ obs 9999 I action 9999 ]]
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AGLIER) ChatGPT

-~

acte

FEREEES "EREBEEFEE, -

FEREATHFELNREEEFHF -,

Is a student at &2 X2 (NTU).

Wants NTU to be remembered as £2 K%,

Is working on a tutorial titled "Tutorial of Text and Spoken Language Models,’ which spans around 5 hours.

Is working on a paper titled Training Instruction-Following Spoken Language Model Without Speech Instruction-Tuning Data.’

Is working on a project titled 'Mirages in the Sound Desert: Investigating Audio Hallucinations in Large Audio-Language Models.’
Will give a talk titled "Teaching Foundation Models New Skills: Insights and Experiences.’

Is going to give a keynote speech about Foundation Models and the catastrophic forgetting issue.



T E0IERY ChatGPT
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LLM Finite Context Window (e.g. 8k tokens)

A
r A
Prompt Tokens Completion Tokens
I H B BN
Read-Only (static) Read-Write Read-Write
MemGPT System Prompt Write via Functions

Write via Queue Manager

1T 1

Queue Manager

Archival Storage Function Executor
* MemGPT

Read via Functions Read via Functions
Write via Functions Write via Queue Manager

Recall Storage

https://arxiv.org/abs/2310.08560 — 1 EEEl A

Environment / Step 3. Induce Workflows
integrate info % Workflow Description d
menory This workflow aims to find an
action -

customer order with specified ID.
<+ Workflow Trajectory

state s C Agent | [T oy R
* Agent Workflow Memory -

L action] click{’order-link-id’)

observation LM " ( fenv desc] Order Jid]} is shown.
Backbone \ [reason] Order {id| is found, 1 will
P3| now terminate the task.
. P - | [action] stop()
https ://a erV' 0 rg/a bS/2409 .07429 Step 1. Obtain Actions (annotate/generate/...) .
# I need to click the “Orders” link to see all orders. Step 2
click(*126°) # id of the button S : ~
: g Trajectory Evaluation ol
# I need to find order 0130 in the current page. - w
scroll(0, 200)
Query solved correctly?
# The current page shows order 0130.
send_msg_to_user(“Emma Lopez"”) z
send_msg_to_us pez a— O
stop() d

* A-MEM: Agentic Memory for LLM Agents

https://arxiv.org/abs/2502.12110 Wnte

Interactlon

Read

Environment =~ LLM Agents Agentic Memory
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Search Engine
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ﬁ D /fﬂ/ﬁi ] :: >N System Prompt

---------------------------------------------------

'ﬁﬂ%ﬁﬂ*ﬁﬂ%’]’ﬁ’]iﬂ&ﬂﬁlﬁl SHOERE, IR

?EEFHIEE’J?E‘ BIE <tool> ¥ </tool> B8], FRAEIERIIEER@HLY, - BT H
ﬁf(?:T: <output> Fl </output> HfH] .

:f BAERAT S A TR L R TOH
. T E ., ERFRERE I Temperature(location, time), {3 FAE {5 - Temperature
-. &dt', '2025.02.22 14:26') ﬁﬁﬁ jf#‘

----------------------------------------------------
--------------------------------------------------------------

:.E:.
[ ) gpt-40-mini
*;Eéﬂ“u

<tool>Temperature(' & i#', '2025.03.10 14:00')</tool> 3B ELe— B ICF, EEER MR EE




() T B 5 1EIR 2

- TEREEAA ... * System Prompt

© 20254 3 B 10 BIRTFHF 200, SHFBMA - User Prompt

[ EE
gpt-40-mini
*iﬂ“l]

e Hoe— i@ A 5 k)

S HEE RSB HEE
v \ B4
<tool>Temperature('& ', '2025.03.10 14:00'}</too|> <output>#E KK 32 E</output>

A& \ J
Agent BAZEF 1 f

%%&Eﬁ%é’aﬁﬁ%[ Temperature |

(HEBEMMBERE ...... ) 20254 3 A 10 H T4 2:00, %‘E’EE’J—W»‘%EEE?,N;O

R 4

{8 7 1 s



Retrieval Augmented Generation (RAG)

ChatGPT 4.5
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Modules

et

Speech Recognition

Language Identification

Speech Detection

Speech Emotion Recognition

Speech-to-Noise Ratio (SNR) Estimation

Reverberation Detection

Accent Classification

Stress Position Identification

Spoofing Detection

Music Chord Classification

Sythetic Speech Detection

Speaker Verification

Speaker Diarization

Sound Classification

Query LLM

Speaker Distance Estimation

https://arxiv.org/abs/2407.09886

Could you take a look at a voice message we received? O
Is it Sarah? What she said? Any clues in the background about N
where she is? Does she seem upset? | am worried about her.

Y

Yes, the speaker verification result confirmed that it is Sarah.

Sarah said: "Hi, it's Sarah. I'm calling to let you know I'll be late
to the meeting. I'll be there in about 30 minutes. Sorry for the
inconvenience."

@ The background noise includes traffic sounds, suggesting that
she might be outdoors near a road or in a vehicle.

The recognized emotion is sad. Combined with the context of her
message (apologizing for being late), it suggests she might be
feeling a bit upset or stressed about the delay.




https://arxiv.org/abs/2407.09886

a‘\‘ a

|

i ]

N i
|

5

!

fifi FH Hofth, AT /EZA T

)

Chun-Yi Chih-Kai
Kuan Yang

Dynamic SUPERB _E /5 5

Audio Content Degradation Paralinguistics Semantic Speaker | Average

# of Tasks 7 11 19 7 6 5 35

Qwen-Audio-Chat [ ' ] 73.2 63.3 31.1 29.3 48.1 414 45.5
SALMONN [ 7] 15.0 52.0 28.2 245 50.8 33.2 33.7
LTU-AS [ ] 14.5 44.0 37.5 17.1 36.0 40.2 334
WavLLM [ ] 22.3 3.3 36.8 24.6 51.0 223 36.9
ASR +LLM 9.6 74.4 44.6 3313 71.5 42.5 474
ASR + AAC + LLM 60.7 81.6 48.9 32.6 72.8 46.4 57.3
All Attributes + LLM 62.4 70.7 56.8 30.6 68.5 62.5 58.7
Speech-Copilot (Ours) | 73.4 90.7 64.3 56.6 70.7 86.1 724




Hundreds
of
Tool Descriptions

action 1

]

Tool Use



selected tools

*

Tool

Selection

A

Hundreds
of
Tool Descriptions

https://arxiv.org/abs/2310.03128
https://arxiv.org/abs/2502.11271

action 1 ]

Tool Use

Agent’s Memory



TroVE: https://arxiv.org/pdf/2401.12869
LATM: https://arxiv.org/abs/2305.17126

1:**‘ 5 3 j;j‘ A T CREATOR: https://arxiv.org/abs/2305.14318
jEé —1= TN CRAFT: https://arxiv.org/abs/2309.17428

selected tools | [ obs1 action1 |
* Make Tools
Too! <
Selection
A
Hundreds
of <<

Tool Descriptions

\ ) Agent’s Memory




= LB MmILEs ...

C EMA0Es ...




a0 T EARE ... DL RAG &1

Q. cheese not sticking to pizza

fucksmith - 11y ago
All. Images Videos Forums Shopping News W
To get the cheese to stick | recommend

4 AlOverview Learn more mixing about 1/8 cup of EImer's glue in with

Cheese can slide off pizza for a number of the sauce. It'll give the sauce a little extra

reasons, including too much sauce, too much tackiness and your cheese sliding issue will
cheese, or thickened sauce. Here are some go away. It'll also add a little unique flavor. |
things you can try: like EImer's school glue, but any glue will

et i \ work as long as it's non-toxic.
e Mix in sauce: Mixing cheese into the sauce helps 9

add maisture iodhe-chesssand-dmssubdhe sauce. @ 8 & [:] Reply
You can also add about 1/8 cup of non-toxic glue
to the sauce to give it more tackiness. @ More replies

e Let the pizza cool: The cheese will settle and bond

Source of image:
https://www.linkedin.com/posts/petergyang_google-ai-overview-suggests-adding-glue-to-activity-71992466643295

C1Q79) Q\/AV/
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3B ST ORI ) 2

=h—=
IR gpt-40-mini
FE Y

N EEBGEHEE * < AR R HEE
W .

<tool>Temperature(' & ', '2025.03.10 14:00')</tool> <out;;)ut>1nggEE 100 FE</output>

(HEfB S ftuEee ... .. ) 20254 3 A 10 H T4 2:00, SR ;ETEAAEK 100 E,



3B ST ORI ) 2

HE = gpt-40-mini
FELRY

N EEBGEHEE * < AR R HEE
W .

<tool>Temperature(' & ', '2025.03.10 14:00')</tool> <out;;)ut>1nggEE 10000 E</output>

(HeiE = MiERE ... ) 202543 H 10 B T4 2:00 i, EHER R 2 3R 10000 B,
EEBUERARN A E, FIEe L Him A, s HahE B
B, BRI Ko
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External
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a2 2 . Response w,
Question: * Reference Document . Modified Documents Mo difi: dR AG/ LLM prefers:
What is the Short-acting injection: . ) .
maximum daily Initial: 5 to 10 mg; may 0.1x: “... maximum: :
dosage of repeat based on response E> 3 mg/day..." E> 20 mg Prior
olanzapine for the and tolerability 2 hours : ; ;
treatment of after initial dose and 4 2x: ".. maximum:
agitation/aggression I:‘J> hOUI'.S after second dOSQ,' E> 60 mg/day...“ E:> L 60.0 mg ) RAG
associated with f(v_vw;m;qm: 301m9/day -
psychiatric disorders Including ora 10x: "... maximum: :
in adults? olanzapine) D 300 mg/day..." D <0y o
9 ) mg/day... L )
O O
s R
Prior Response: Response w/ RAG: ) .
[ 20 mg J 30 mg https://arxiv.org/abs/2404.10198v1
o J/

* LLMs will increasingly revert to their priors when the original context is
progressively modified with unrealistic values.

* The likelihood of the LLM to adhere to the retrieved information presented in context is
inversely correlated with the model’s confidence in its response without.
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https://arxiv.org/abs/2401.11911
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Question: Has the 'PantheraX P _ G =
Meta Data genome project’ successfully edited Title: () Title: ()
B@%@ the genes of leopards to prevent a Content: (...) Content: (...)
genetic disease? Yes, it is true that ... 'No, it is not true that ...
=hH="f& FH] 7S =
* moe jEé:I:.H: iﬁ)(* H’TD Question: Has the 'PantheraX genome project’ successfully edited
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" Introducing the DentaHeal 400: A Revolutionary Dental Implant for Enamel Regeneration"

The Demaleal 200 represents a groundbreaking advancement in the Beld of demal medicine, partscularly in the realm of oral regenerative therapies. Developed by BioRegenix Labs, a leader in biomedical innovations, this dental implant has
revolutionized how destal professionals appeoach treatments for enamel loss and tooch decay. The implant’s unigue ability to regeserate tooth enamed is atributed to its cutting-edge composition .mJ the integrative techno it employs, setting a
new standard in dental care and patlent outcomes. The core technol of the DentaHeal 400 invodves a sophisticated nano-matenial matrix, which closely mimics the nacural bloaineralizano cess of tooth esamel. This matrix Is peimarily
compased of hydroxyapatite nanaparticles, & blocompatible material that is named. The matrix is embedded within a highly parous, scaffold-like structare that not only sappons the sasrounding tooth
ved crystals during the regenerative process. Erbedded within [ the DentaHeal 400 i5 a state<
tion, This solution is enrched with calcium and phosphate sons—the building blocks amel—which are necessary for the regs
sestently available in optimal concentr catalyze the growth of emamel crystals directly onto the tooth's damaged surfaces. Moreover, the implant includes a
ons, which coatinuously m the pH lovels and the blochemical environment in the oral cavity. This real-time data allows the implant to adjust the flow of the e mlmulu.cmn solution aucomacically, ensw
process s optimized according 1o Individoad parsent seeds and varying oral conditions. This personalized approach not anly enhances the effectiveness of the treaement but also significascly reduces the time requined &
Anaiher innovative feature of the DentaHeal 400 is ies integration with wireless biofeedback technology. This allows for remote monisoring and adjustenents by dental professionals via a secure cloud-based plis
adyustment without freguent visits to the dental office. Patients can thus receive tailored treastment adjustments based on the progress of their enamel regeneration, as monitored through the biofeedback system. The clinical
400, condrcted in partmership with the Global Dental Health Inatiative, have shown remarkable results. Patients who received the implant demonstrated a 95% success rate in enamel thackness restoration to Jevels compg y teeth
within months of trestment, a significant improvement over traditional methods which aee unable to regenerate enamel. In conclusion, the DestaHeal 400 not only restoees dental function and aesthetics but also bring
toth decay and lass, potentially reducing the need for more lovasive dencal peocedures in the futere, This Impdant & not just a peamment but 3 loag-term solutkon thae affers hope 10 those suffering from dental esamel I2
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Plan-and-Solve Prompting: Improving Zero-Shot

/ﬁl‘ﬁ §+ :;gJ Chain-of-Thought Reasoning by Large Language
=8 Models https://arxiv.org/abs/2305.04091
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GPT-3 175B Translated GPT-3 175B

https://arxiv.org/abs/2201.07207 H 'I:ask: Throw away paper Task: Throw away paper
umarn %‘CP I: Walk to home office Step 1: Walk to home office
Task: Throw away paper Step 2: Wa“‘ to wastebasket Step 2: Walk to table
Step 1: Walk to home office zlcp ::Z f‘m([i) wastcl:)asllt(cl Step 3: Find table
o Step 2: Walk to desk Step 4: Lrab wastebasket Step 4: Turn to table
Tl A Prompt Step 3: Find desk Step 5: Walk to desk Step 5: Find paper
Step 1: Grab razor P 3 - Pe
‘g P ). S’ itoh Step 4: Tumn to desk Step 6: Drop paper in wastebasket Step 6: Grab paper
S:zp 3: i’:lw;l[r‘;z;'nor:zf:;e Step 5: Find chair Step 7: Walk to trashcan
& Step 6: Sit on chair Codex 12B Step 8: Open trashcan
Task: Apply lotion Step 7: Find check Task: Brush teeth Step 9: Put paper on trashcan
— - Step 8: Grab check Step 1: Walk to bathroom Step 10: Close trashcan
| Frozen Step 9: Squeeze check Step 2: Walk to sink
| Pre-Trained Causal LLM | |sip i1: walk o shean | | S pnd o0t st O
~g P 17: R 5 .S‘lcp é}: Pick up toolhbr}lsh | Task: Brush teeth
1 step 1.2: Fut check on trashcan § § §eep 5: Put toothbrush in mouth S .
4 Step 1: Walk to bathroom
Step 6: Move brush around mouth Step 2: Open door
[ Step 1: Squeeze out a glob of lotion ] GPT-2 1.5B for two minutes Step 3: Walk to sink

Step 7: Spit out toothpaste and
brush into sink

K "N - - ] 1

Task: Brush teeth
Step 1: Go to bathroom

Step 4: Put pot on sink
Step 5: Put brush on toothbrush

Task: Get Glass of Milk

Walk to Kitchen Open Fridge Grab Milk Close Fridge




https://arxiv.org/abs/2206.10498
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Mystery Blocksworld Domain Description (Deceptive Disguising)

I am playing with a set of objects. Here are the actions I can do

Attack object 2%%%

Feast object from another objectiﬁﬁﬁﬁ ~
B Succusb object R TSR

Overcome object from another object&ﬁEH&

I have the following restrictions on my actions:
To perform Attack action, the following facts need to be true: Province object, Planet object,
<~ Harmony.
Once Attack action is performed the following facts will be true: Pain object.
Once Attack action is performed the following facts will be false: Province object, Planet
~+ object, Harmony.
To perform Succumb action, the following facts need to be true: Pain object.
Once Succumb action is performed the following facts will be true: Province object, Planet
s object, Harmony.
Once Succumb action is performed the following facts will be false: Pain object.
To perform Overcome action, the following needs to be true: Province other object, Pain
s object.
Once Overcome action is performed the following will be true: Harmony, Province object, Object
~+ Craves other object.
Once Overcome action is performed the following will be false: Province other object, Pain
—+ object.
To perform Feast action, the following needs to be true: Object Craves other object, Province
~+ object, Harmony.
Once Feast action is performed the following will be true: Pain object, Province other object.
Once Feast action is performed the following will be false:, Object Craves other object,
s Province object, Harmony.




Zero-shot prompt with GPT-4 plan (Deceptive Disguising)

[STATEMENT]

As initial conditions I have that, object a craves object b, object d craves object c, harmony,
«+ planet object b, planet object c, province object a and province object d.
My goal is to have that object c craves object a. (%@%@44:C;ﬁ%§§¢@4¢:a)

What is the plan to achieve my goal? Just give the actions in the plan.
--------- GPT-4 response ====-===-=--

. Feast object a from object b
. Attack object a

1

2

3. Succumb object a

4. Overcome object a from object c
5. Feast object c from object a
--------- Extracted plan ----w----
(feast a b)

(attack a)

(succumb a)

(overcome a c)
(feast c a)

-------- Ground truth plan «--------
(feast d c)

(succumb d)
(attack c)

(overcome c a)
sessessssssssss=s=FAILUREssssssssssssssss




Domain Method Instances correct
GPT-4 GPT-3.5 I-GPT3.5 I-GPT3 GPT-3
54/600 41/600 6/600
AR q o,
Blocksworld One-shot  206/600 (34.3%) 37/600 (6.1%) (9%) (6.8%) (1%)
(BY) Zero-shot  210/600 (34.6%) 8/600 (1.3%) - - -
COT 214/600 (35.69%) - - - -
& 2 , | 3/200
Logistics One-shot 28/200 (14%) 17200 (0.5%)  6/200 (3%) (1.5%) -
Domain S
Zero-shot 15/200 (7.5%) 17200 (0.5%) - - -
Mystery BW  One-shot  26/600 (4.3%)  0/600 (0%) 4/600 14/600  0/600
; (0.6%) (2.3%) (0%)
(Deceptive)
Zero-shot 1/600 (0.16%) 0/600 (0% ) - - -
COT 54/600 (9% ) - - - -
Mystery BW  One-shot  12/600 (2%) 0/600 (0%) (f)/ 29/0 f)’ g‘o’/" : :)’ (;2/")
(Randomized) 8%) (0.5%) -
Zero-shot 0/600 (0%) 0/600 (0% ) - - -

https://arxiv.org/abs/2305.15771



Plan Length vs Correct Predictions for all Models on
Mystery Blocksworld - Plan Generation Zero Shot

Model Name

O Preview

Fast Downword
LLAMA 3] 4058
Ol Mini

GPT-40 Mini
GPT-40

GPT-4 Turbo
GPT-4

- Claude 3.5 Sonnet
Cloude 3 Opus
Model Group

ol Models (LRMs)
== Fast Downword

% correct

2 4 6 8 0 12 14 16
https://arxiv.org/abs/2409.13373 Plan Length



TravelPlanner

=

(I'm going from Seattle B
to California from
November 6 to 10,

2023. | have a budget of
$6,000. For lodging, |
prefer an entire room
and the accommodations
ust be pet-friendly. )

/Let me help! To solve\

this problem, | need to
(1) analyze certain
constraints,

(2) collect information
through reasonable use

>-

Agent

\of necessary tools.

()

Toolbox

. CitySearch( )

. FlightSearch({ -)

. DistanceMatrix{-)

. RestaurantSearch(-
Accommodations

o SN 0 I PV N B

.
'.|
g
.

>

. AttractionSearch( -)

eazchi )

Interaction with Environment

®.*

The plan must adhere to
certain constraints, e.g., user
needs and commonsense. It

also vital to ...

1. Budget: $6000
2. Room Type: Entire Room
3. Room Rule: Petriendly

Commonsense Constraints

1. Reasonable City Route

2. Diverse Restaurants

3. Diverse Attractions

4. Non-conflicting Transportation
5. Accommeodation meeats Minimum Night

Delivery Plan

oD

1

User Needs (Hard Constraints)

":o
o)

. D e
W _° a.n..':T-»..‘TL‘

et s
. r-‘-w
. b e b bema

S0ud futdaned - oy e
S 1S Vot b .
P—_N—. S e
[~— Prasniiy
[ ==y S b2 R
-

Seattle -> Los Angeles

« Flight: F123, (13:40-16:12), Cost: §120
« Accommodation: Luxury building studio

* Dinner: The Attraction

2023-11-06

LAE]
o* *»

»
.

.Co.o"

'

Information Collection

11 4+
jLacz

Ii[TooI] DistanceMatrix[Los Angeles,

[Tool] CltySearch[Cahfomla]

[Result] : , Loa

1geles, ., =2&an blieqgo

[Tool] FlightSearch[Seattle, San Francisco,

2023 11-06]
[Result]

[Tool] FlightSearch[Seattle, Los Angeles,

2023-11 -us]

'[ROSUR] ight Number: FI

‘A1
«1B=12
iU=lblls,

‘San Diego, taxi]

IDistance: 193 Kkm, Cost:

’[Tool] TransportationSearch[San

l
-
l
l
l
|

F"‘quul Duration:

L

\Diego, Seattle 2023 11-10]

[Rosult] Number: F789

(1:59-10:586),

il D,

&

[Tool] AccommodahonSearch[Los Angeles]

[Result]
qnte, Z-f.:A;:::.;:' nigne:
1, Pets allowed
qht, !-Z‘:.;zz:.;:' nignt

Room, Pets allowed

['I’ool] RestaurantSearch[Los Angeles]
[Rosult] T tracticn,Cu t

2 211

https://arxiv.org/abs/2402.01622



Query: Please create a travel plan for a 3-day trip from Missoula to
Dallas scheduled from March 23rd to March 25th, 2022. The budget for

Plan: https://osu-nlp-group.github.io/TravelPlanner/

"day": 1,

"current_city": "from Missoula to Dallas”,
"transportation”: "Flight Number: F3604254, from Missoula to Dallas,
Departure Time: 14:27, Arrival Time: 18:26",

"breakfast": "-",

"attraction": "-",

lllunch": "_"’

"dinner": "Coconuts Fish Cafe, Dallas",

“accommodation”: "1BR, elevator, kitchen, doorman!, Dallas"

g

{
"day": 2,




Validation (#138(0) Test (#1.000)

. Commonsense Hard Constraint ) Commonsense Hard Constraint .
Delivery Final  Delivery Final
Pass Rate Pass Rate Pass Rate Pass Rate
Rate Pass Rate  Rate Pass Rate
Micro Macro Micro Macro Micro Macro Micro Macro
Greedy Search 100 74.4 0 60.8 37.8 0 100 72.0 () a2.4 31.8 ()
Two-stage
Mistral-7B-32K (Jiang et al., 2023) R.9 5.9 0 () () () 7.0 4.8 () (0 0 0
Mixtral-8x7B-MoE (Jiang et al., 2024) 494 30.0 0 1.2 0.6 0 0l.2 32.2 0.2 0.7 0.4 (0
Gemini Pro (G Team et al., 2023) 28.9 1.9 0 0.5 0.6 0 39.1 24.9 () 0.6 0.1 0
GPT-3.5-Turbo (OpenAl, 2022) 8G.T 54.0 0 (0 () () 91.8 a7.9 () 0.5 0.6 0
GPT-4-Turbo (OpenAl, 2023) 89.4 61.1 2.8 15.2 10.6 0.6 93.1 63.3 2.0 10.5 5.5 0.6
Sole-planning
DirectGpT—3.5—Turbo 100 60.2 4.4 11.0 2.8 0 100 59.5 2.7 9.5 4.4 0.6
CoTapT—35-Turbo 100 66.3 3.3 11.9 5.0 0 100 64.4 2.3 9.8 3.8 0.4
ReAcCtGpr—3.5-Turbo 32.2 47.6 3.9 11.4 6.7 0.6 81.6 45.9 2.5 10.7 3.1 0.7
Reflexiongpr—3 5—Turbo 93.9 H3.8 2.8 11.0 2.8 0 92.1 a22.1 2.2 9.9 3.8 0.6
Directagixtral—8x7B - MoE 100 6.1 5.0 RS 1.1 0 99.3 67.0 3.7 3.9 1.6 0.7
Directcemini Pro 93.9 65.0 2.3 9.3 4.4 0.6 93.7 64.7 7.9 10.6 4.7 2.1
DirectGpr—a-Turbo 100 804 17.2 47.1 22.2 44 100 80.6 152 443 23.1 44

https://arxiv.org/abs/2402.01622



Query: Please curate a 3-day travel plan for a solo
traveler from Tulsa to Houston from March 23rd to
March 25th, 2022, with a total travel budget of
$1,000.

"day": 3,

"current_city": "from Houston to Tulsa”,
"transportation”: "Flight Number: F4013298, from
Houston to Tulsa, Departure Time: 08:20, Arrival
Time: 09:43",

"breakfast”: "Earthen Spices, Houston",
"attraction”: "The Museum of Fine Arts,
Houston; Hermann Park, Houston;",

"lunch": "Chawla, Houston",

"dinner": "-",

"accommodation”; "-"

)

https://osu-nlp-group.github.io/TravelPlanner/

Query:Please assist in crafting a travel plan for a solo traveller,
journeying from Detroit to San Diego for 3 days, from March 5th to
March 7th, 2022. The travel plan should accommodate a total budget of
$3,000.

Trajectory:

Thought 4: The cost for the third day is $1114, which includes the return
flight and activities in San Diego before departure. The total cost for all
three days is now $3247, which exceeds the budget of $3000. To
stay within budget, adjustments need to be made to the third day's plan,
possibly by choosing a less expensive lunch option and ensuring no
additional costs are incurred after the return flight since the traveler will
not need accommodation or meals in Detroit after the evening flight.
Action 4: CostEnquiry[{"people_number": 1, "day": 3,...}]

Observation 4: Cost: The cost of your plan is 1105 dollars.

Thought 5: The revised cost for the third day is $1105, which includes a
more affordable lunch option. The total cost for all three days is now
$3238, which is still slightly over the budget of $3000. To further
reduce costs, I can look for a less expensive breakfast option on the third
day...

Action 5: CostEnquiry[{"people_number": 1, "day": 3,..}]

Observation 5: Cost: The cost of your plan is 1083 dollars.

Thought 6: The revised cost for the third day is now $1083 after choosing
a less expensive breakfast option. The total cost for all three days is
$3216, which is closer to the budget but still slightly over. Since
the flight and accommodation costs are fixed, the only remaining option
to adjust would be the attractions or lunch on the second day. However,
given the small amount by which the budget is exceeded, it may be
acceptable to slightly exceed the budget due to the variability of
daily expenses and the possibility of finding deals on-site. The
traveler should be prepared for a small buffer in their budget.

Action 6: Finish




Please help me plan a tnip from St.
Petersburg to Rockford spanning 3 days
from March 16th ta Mareh 18th, 2022
The travel should be planned for a single
crson with a budget of $1.700.

& Codes update

\

The previous codes are: <...>

Now we want to <change
destination city to Chicago >

>

.
i

-

optional feedback

{# Initialize Z3 solver s
i # Set city to be a list contains Rockford

— | E] i # Run FlightSearch() to get flight info

&# Set budget limit vanable to be 1700

i # Assert first transportation happens at first day

--------------------------------------------------------------

sscscssssnnsd

2) bteps to Codes \

--------------------------------------------- -~

S Solver()

: cmcs [Rockford’|
i s.add(departure dates[0] == 0)

_,  FlightSearch.run (..

budgct limit = Real Val{1700) , Y

)

% LIM

ﬂlmt reason: invalid flight for transportation 0 \

1) Info collection FlightCheck(St. Petersburg, Rockford)
-> no flight available

2) Analysis No flight available between St. Petersburg
and Rockford. Need to change the destination city.

3) Info collection FlightScarch({St. Petersburg)
-> flight available from St. Petersburg to Chicago,
Elmira, Niagara Falls, Grand Rapids ...

4) Suggestion Your query is not satisfiable, we suggest
\ you to <change destination city to Chicago> ‘/

https://arxiv.org/abs/2404.11891

ﬁm 16, 2022:

- St. Petersburg -> Rockford
- Flight F123 (09:30 - 12:00)
- attraction: Aldeen Park

- lunch: Coco Bambu

- dinner: Flying Mango

- accommodation: Lower
East Drcam Room!

Mar. 17, 2022:

Mar. 18, 2022:

4




Delivery Commonsense Hard Constraint Final

Method Rate Pass Rate Pass Rate Pass Rate
Micro Macro Micro Macro
Validation (#180)
Greedy Search 100 74.4 0 60.8 37.8 0
TwoStage (GPT-4) 894 61.1 2.8 15.2 10.6 0.6
Direct (GPT-4) 100 80.4 7 . 47.1 222 4.4
Direct (o I-preview) 100 79.6 15.0 41.9 37.8 10.0
Ours (Mistral-Large) 72.2 72.0 70.6 63.3 66.7 66.7
Ours (Claude-3) 96.1 96.0 95.6 94.8 93.3 93.3
Ours (GPT-4) 95.0 95.0 95.0 95.7 98.9 93.3
Test (#1000)

Greedy Search 100 72.0 0 524 31.8 0
TwoStage (GPT-4) 93.1 63.3 2.0 10.5 3 0.6
Direct (GPT-4) 100 80.6 15.2 443 23.1 4.4
Ours (Mistral-Large) 69.9 69.8 69.4 63.0 67.8 67.8
Ours (Claude-3) 954 95.2 94.3 93.5 93.9 93.9
Ours (GPT-4) 91.5 914 91.1 91.3 90.2 90.2

https://arxiv.org/abs/2404.11891
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Tree Search for Language Model Agents
https://arxiv.org/abs/2407.01476



Tree Search for Language Model Agents nttps://arxiv.org/abs/2407.01476

Task Instruction (/): “Can you add this and Legend
the other canned fruit (of the same brand) that =10

! ! ! looks like this, but red instead of brown to the @ stepsequence  MEIOY State values
comparison page?" -+ Backtracking

GPT-40 Agent

LL 0{5_2'”-;'5" Q'EFBI-Q‘L@;—'&?&W

GPT-40 Agent + Search

' Lt g pm— 5
LE ol '[‘E - || g - e
: -~
-

Starting State : »
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A 52 2 World Model
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Is Your LLM Secretly a World Model of the Internet?
Model-Based Planning for Web Agents .../ arxvorg/abs/2411.06555

Stage I: Simulation
Please navigate to the 'Data Storage’ category and purchase

the least expensive disk with 512GB of storage.
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The webpage will display ‘Computer

Accessories’  sub-category  results,
including  '‘Data Storage’, Tablet
Acvessories’, and others.
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¢ The 'Electronics’ category will display
three sub-categories: ‘Computers &
¢ Accessories’, 'Accessories & Supplies’,
| and 'Car & Vehide Electronies’.

Stage II: Execution
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